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ABSTRACT

The demand for digital media services is increasing as the number of wireless subscriptions is growing exponentially. In order to meet this growing need, mobile wireless networks have been advanced at a tremendous pace over recent days. However, the centralized architecture of existing mobile networks, with limited capacity and range of bandwidth of the radio access network and low bandwidth back-haul network, can not handle the exponentially increasing mobile traffic. Recently, we have seen the growth of new mechanisms of data caching and delivery methods through intermediate caching servers. In this paper, we present a survey on recent advances in mobile edge computing and content caching, including caching insertion and expulsion policies, the behavior of the caching system, and caching optimization based on wireless networks. Some of the important open challenges in mobile edge computing with content caching are identified and discussed. We have also compared edge, fog and cloud computing in terms of delay. Readers of this paper will get a thorough understanding of recent advances in mobile edge computing and content caching in mobile wireless networks.

1. Introduction

Mobile Edge Computing (MEC) is a decentralized computing concept in which computing resources and application services can be distributed along the communication path from the point storing data to Base Stations (BSs) in wireless networks. This fulfills the computational needs of the end users at the edge when delay-sensitive and low-computational operations are required. MEC allows wireless subscribers to access the closest computing servers within the range of wireless Radio Access Network (RAN) [1]. (see Table 1)

The main goal of MEC is to reduce latency by bringing the computation and storage capabilities of the core network to the edge network. MEC could offer real-time information to different applications, such as real-time network load and real-time location information of wireless users, by using the available edge close to the end users. This real-time network information can be leveraged to offer context-aware applications and services to the mobile network users by meeting Quality of Experience (QoE) of the end users. The MEC platform offers great benefit by reducing latency and back-haul bandwidth consumption, but increases the responsibility of the edge to offer several services to the end users in a real-time manner [2,3]. Wireless network operators can allow edge computing to be handled by third-parties, and this allows service providers and edge services to rapidly deploy new applications for the mobile users. In other words, MEC tries to avoid the use of a centralized data warehouse but allows processing data near the end users (i.e., edge of the network) where the actual data is generated. MEC enables data flow acceleration, including real-time data processing, with low latency. MEC also allows different applications and smart mobile devices to respond, process data and make informed decisions in a near real-time manner as soon as data is generated/created so as to eliminate the lag/latency. This is one of the essential assets for many emerging technologies, such as self-driving cars and real-time navigation systems [4]. MEC reduces the use of back-haul/Internet bandwidth significantly since it can handle large amounts of data near the source. MEC helps to reduce costs and ensures that the applications can operate without accessing costly and high delay back-haul links. Furthermore, MEC offers local storage with the ability to process data without putting it in a remote public cloud. This feature adds an extra layer of security that is useful for sensitive and private data.

Furthermore, content caching within MEC has demonstrated to be beneficial [5]. Due to the exploitation of different types of BSs for MEC, the future edge networks are considered to be diverse. Thus, in edge networks, the caching will be deployed at various places in different BSs. The content requested by users is retrieved from the central server at the beginning if the content is not available at the edge. Then caching is enforced to keep of copy of the content for future use. If the data is accessed from a centralized server every time, a slow back-haul link will introduce significant delay while delivering the content to end users.
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Additionally, with the development and deployment of cheaper storage units and several BSs, deploying caching mechanisms at Small Base Stations (SBSs) as well as at Macro Base Stations (MBSs) has become easy and cost-effective recently. In the emerging wireless networks, device-to-device communications with device-level storage units will allow the user-level content caching to base itself upon interests and some social relations between users [6]. The basic architecture of content caching and edge computing is shown in Fig. 1.

As in edge computing, the content caching strategy to cache the content on the way from its centralized location to end users in cache-enabled mobile networks is crucial to reduce the delay and enhance the QoE for the users. In such cache-enabled mobile networks, caching insertion methods can make a decision whether or not to cooperate with different caching edges and how the content is cached in the edge servers near the users, and caching expulsion strategies determine the dynamics and metrics for the contents that have already been cached. The content selection process considers which contents should be cached, what contents are to be updated, and how long the content should be cached. One of the criteria is content popularity, which is commonly used as a very important factor for fast content retrieval. Another is content diversity which helps to increase the categories of contents cached regionally.

The network resources, such as cache storage size, computing, energy and communication bandwidth within the MEC-enabled network, should be controlled for their effective usage. For better efficiency, it is required to significantly optimize what data to be cached, how to insert the caching data, and how to evict contents from the cache storage by taking account of data quality, diversity and end user mobility. Caching optimization deals with the problems associated with optimization on networks as well as end user performances, such as network architecture, analytical approaches and content caching strategies.

Specifically, this paper presents a survey on recent advances in mobile edge computing and content caching in mobile wireless networks. Some important open challenges in mobile edge computing with caching are identified and discussed. A comparison of edge, fog and cloud computing in terms of delay is presented. With this paper, readers have a thorough understanding of recent advances in edge computing and caching in wireless networks.

The rest of the paper is organized as follows. Computing at the edge network is presented in Section 2. Section 3 presents caching replacement strategies. Section 4 presents the behavior and performance of the caching system. Optimization based on caching networks is presented in Section 4.2. Some comparisons are presented in Section 5, followed by some research challenges in Section 6. Section 7 concludes the paper.

2. Computing in mobile edge networks

This section presents the objectives and computation of offloading techniques in mobile edge networks.

2.1. MEC objectives

The primary goal of MEC is to lower the latency and enhance the QoE for the end users. Different wireless applications or systems may have different performance requirements, such as delay requirements, which can be met through MEC networks. We present performance objectives that edge computing provides in mobile wireless networks in the following subsections.

2.1.1. Minimization of latency

Latency is one of the primary performance measures, which affects the experience of end users [7]. The latency requirement of the 5G wireless network system for a Round Trip Time (RTT) is 1 ms, which is nearly ten times lower than that of 4G. When the content is coming from a centralized server located in the centralized data center to the end users, it takes a longer time compared with that of the MEC-server. Similarly, the delay due to offloading tasks to the cloud is high for the data offloading applications, and the long delay is unacceptable for many applications. In order to minimize the delay/latency, implementing high-density SBSs with edge computing is a more viable approach [7].

2.1.2. Maximization of network capacity

The 5G wireless network is expected to support a thousand times higher volume of mobile data per area than the current 4G network [8]. In order to handle this expected huge data, future wireless networks require higher capacity in the RAN, backhaul and front-haul. Data offloading as well as context-aware computation offloading are a combination of technologies that are expected to address some of the challenges in the RAN on top of utilizing more spectrum with higher spectrum efficiency [9]. MEC and content caching could help increase the network capacity by caching popular content to the edge and BSs, and by saving the back-haul bandwidth [8].

2.1.3. Minimization of energy consumption

Many works have been done to evaluate the energy efficiency of edge

<table>
<thead>
<tr>
<th>Approach</th>
<th>Key Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single User [12]</td>
<td>Computation Offloading Choice</td>
</tr>
<tr>
<td>Offloaded to Devices [15]</td>
<td>Device to Device technology</td>
</tr>
<tr>
<td>Mobility Awareness [16]</td>
<td>Mobility-aware offloading strategy</td>
</tr>
<tr>
<td>Caching policies [17]</td>
<td>User’s preference based policies</td>
</tr>
<tr>
<td>Content popularity [18]</td>
<td>Power law distribution</td>
</tr>
<tr>
<td>User preference-based policies</td>
<td>User’s preference toward specific video categories</td>
</tr>
</tbody>
</table>

Table 1: Summary of the state-of-the-arts for computation offloading and edge caching.

Fig. 1. A simplified Mobile Edge Computing (MEC) architecture of mobile network with edge computing and content caching.
computing (e.g., [10]). Various optimization schemes have been proposed to minimize energy consumption in both networks and individual devices. For computation offloading in the next generation heterogeneous networks, the energy cost associated with task computing and file transmission is regarded as one of the central cost components [10]. It is important to design an energy-efficient data/computation offloading scheme, which jointly optimizes radio resources and energy consumption while minimizing the overall latency. In [10], end devices are classified into three types according to their abilities and requirements. Wireless channels of MBSs and SBSs are allocated to mobile devices according to their priority until all devices receive required channels. At every iteration, the scheme ensures the system obtains minimum energy cost. The results have shown that the proposed scheme has lower energy consumption, particularly with a large number of end users.

2.2. Computation offloading

End devices are typically constrained by limited computing, battery life and storage capacity. One of the main purposes of edge computing is computation offloading to overcome the limitation of mobile devices, such as computational capabilities, battery resources and storage availability [11].

2.2.1. Single user offloading to edge

Scheduling strategies for offloading in the single-user case should be deployed to minimize the delay and energy consumption to combat stochastic channel conditions in wireless networks. In [12], a threshold-based scheduling policy has been proposed to minimize the energy consumption for single- and multi-server scenarios.

2.2.2. Multi-user offloading to edge

The data or computation offloading the multi-user scenario is much more complex and must deal with complex issues from scheduling to allocation compared with a single user offloading scenario [13]. It is known that the multi-user offloading is an NP-hard problem [13]. This problem can be solved using theoretic approaches where a socially optimal equilibrium can be achieved [13].

2.2.3. Offloaded to another device

A device can offload its contents or computation to another nearby device using device-to-device communication to leverage additional computation resources of another device when it is possible. The end devices collected as a group can be used to provide such services, instead of the edge server, the computational tasks could be offloaded to other nearby mobile devices. The scheduling problem for offloading to another device is expected to be different from that of offloading to the server [14].

2.2.4. Offloaded to edge server

Typically offloading of computational tasks is done to edge servers. While selecting the edge servers to minimize delay and energy consumption to maximize QoE for task offloading, we need to consider different parameters, such as CPU cycles, offloading link capacity, energy consumption, cache size, etc. [15].

2.2.5. Mobility awareness in offloading

User mobility is one of the most important features to be considered in the edge network since the mobility determines the connection setup time and dwelling time between users and servers. The mobility of end users results in a dynamically changing network topology, which directly impacts task offloading strategies [16].

3. Caching locations and cache replacement strategies

This section explains various caching placement and replacement policies at different places in MEC-networks.

3.1. Caching locations

In MEC, we could deploy edge servers and content caching within the mobile networks. In typical wireless cellular networks for caching, we could cache the content at the core network, RAN and end-devices [19, 20]. With MEC caching and edge server, the data traffic could be reduced significantly [19]. The different locations for caching in MEC networks are discussed in the following subsections.

3.1.1. Micro Base Stations (MBSs)

MBSs in heterogeneous networks are the places where caching and edge server are deployed [17] and where caching can be done reactively and pro-actively. By leveraging the MBS-based caching and edge computing, system capacity could be significantly enhanced, and the delay can be significantly reduced as the content will be available at the edge near the users [17, 21].

3.1.2. Small Base Stations (SBSs)

SBSs are expected to be heavily deployed in the next-generation of heterogeneous wireless networks. Caching in SBSs is also a good idea since they are closer to end users, which could serve the users faster with high data rates [22].

3.1.3. End device caching

Device to Device (D2D) communication is also expected in 5G wireless networks. In the D2D framework, end devices could leverage their storage for caching the content, which will significantly reduce delay [23]. Caching in D2D can be done cooperatively [24] among end users by forming clusters or individually.

3.2. Caching insertion strategy

The following subsections present some cache insertion strategies in MEC-enabled systems.

3.2.1. Caching everywhere

Caching everywhere is the least conservative way of caching the contents in the MEC system. It could be considered as a default option for the system where no optimization is needed, from the source to the end user, wherever possible content will be cached, which could introduce extra burden on storage or extra burden on handling the recent caches efficiently [25].

3.2.2. Caching with probability

Most issues on caching everywhere could be handled by using caching with probability so as to enhance the storage efficiency and reduce the caching redundancy. The caching with probability information is utilized and can improve cache efficiency. The content of higher usage probability is cached, while that of lower usage probability is not cached [26].

3.2.3. Mobility-based caching strategy

Mobile users could move from one location to another or one wireless network to another network, which makes the users move from one edge server to another and one cache server to another. When users have not finished downloading the content from one cache server before moving to another location, the downloaded content may not be useful unless there is a mechanism to hand-off properly from one cache server to another [27, 28]. Thus, based on the users’ mobility trajectory, content should be cached to provide the best possible service with the least delay.

3.2.4. Hierarchical cooperative caching

Data can be cached using a hierarchical framework to use the storage and caching effectively [29]. The work in [30] presents an interesting idea of caching: use neighbors’ storage space to cache the content, and use your own storage space, and/or strangers’ data storage space for...
3.2.5. Interest-based cooperative caching

Caching of the content can be done based on the interest of the content from users [31]. For instance, during night time residential, MEC could cache movies of certain types based on the population, such as kids movie if the given location has more kids and action movie if the given location has more adults who watch action movies very often.

3.3. Caching eviction/replacement strategy

We cannot cache everything all the time. We need to replace the old contents with new ones in the caches. The following sections provide some approaches for cache replacement strategies.

3.3.1. First In First Out (FIFO) replacement

FIFO is one of the easiest, fairest and popular strategies for content replacement in cache systems [32]. The content-first cached will be out first, and vice versa.

3.3.2. Least Recently Used (LRU) replacement

LRU approach replaces the content which is not used lately or which is not popular content in recent usage [33]. This method helps use the storage space effectively while meeting the demand of the end users.

3.3.3. Least Frequently Used (LFU) replacement

The LFU approach replaces the content, which is not popular or which is not used often by the new caches [32]. This approach does not remove any content if the incoming content is less popular than the content in the cache.

3.3.4. Time-Aware Least Recent Used (TLRU) replacement

TLRU is the advanced form of the LRU approach for replacing the cached contents [34] where Time-To-Use (TTU) is used to time stamp the content to see how often the content is used. TTU provides more options to decide which cache should be kept and which cache should be replaced in a timely manner.

3.3.5. Frequency-Based-FIFO (FB-FIFO) replacement

In FB-FIFO, variable-size protected segments are created and cached in the server [35]. Then based on the usage pattern, contents are replaced using FIFO manner. This approach is more effective than FIFO among others [35].

3.3.6. Aging popularity-based caching replacement

Based on the age and the popularity of the cached content, the old aged or least popular content is replaced by new content [36]. In this approach, the aging key value must be updated periodically to track the change of content popularity effectively.

3.3.7. Adaptive Replacement Cache (ARC)

ARC tracks both frequently used and recently used contents, as well as the removed history of both to replace the caching content [37]. ARC is considered to be outperforming the LRU among others [37].

4. Caching system behavior/performance and network optimizations

4.1. Caching system behavior/performance

Caching system behavior and performance are dependent on caching policies and caching replacement approaches, as discussed in previous sections. There is no single standard approach that fits all applications and needs of different users. While determining which caching approach is a better fit for a given scenario or application, we need to consider all features and characteristics so that we can support the application, then choose the best approach for content caching and cache replacement strategies. There are several models in the state of the artwork that analyze caching behavior and performance (e.g., [18,38-40]). For instance, the work in [39] used the Markov chain model to study the behavior of the caching system. The work in [40] studied the caching system using a discrete-time Markov chain. The work in [22] presented the policy structure of the Markov chain as a replacement of the LRU approach. The work in [41] used the stationary Markov model while studying the user mobility for caching using real trace information of mobile users.

4.2. Caching networks optimization models

There have been several studies for caching network optimization. In [42], the software-defined networking-enabled caching was studied for wireless networks. The work in [43] studied the energy-conscious caching in a wireless ad hoc network used to get the desired trade-off performance between access latency and energy utilization. Cooperative caching was studied in [44] to minimize the expected delay and maximize the overall system performance. A clustering-based caching plan for wireless divergent network systems has been studied in [45] to enhance the performance.

5. Comparison among edge, fog and cloud computing

Edge computing is a type of cloud computing where the computation or processing power is pushed out to be handled by the edge devices.

The Internet of Things (IoT) is expected to use edge computing to reduce latency and then use the power of computing through offloading. IoT, which collects huge data but has the limited capacity with individual devices, uses cloud computing in general to analyze the data. However, cloud computing introduces longer delays than edge computing. In order to minimize the bandwidth consumption and data transfer delay, edge computing is a better option than cloud computing.

These three layers, as shown in Fig. 2, can be interconnected by using gateways. We compare the latency of these three layers using numerical results obtained from simulations. The simulation configuration was similar to the ones given in [39]. We assumed that the number of edge nodes was 100, the number of fog servers was 10, and the number of cloud servers was 5 with computing capability of 10 GHz.

We considered both computation delay, as shown in Fig. 3 and communication delay, as shown in Fig. 4. When cloud computing is used, there will be most delay compared with fog and edge computing, as shown in Fig. 3. When edge computing is used, there will be least delay compared with fog and cloud computing, as shown in Fig. 3.

Similar observations were noted for communication delays (edge offers the least delay and the cloud offers the most delay), as shown in Fig. 4.
6. Open research challenges

This section presents some of the research challenges and directions in mobile edge computing with content caching.

6.1. Heterogeneity

Wireless mobile networks are highly heterogeneous in terms of their users, devices used to access wireless services, wireless networks interfaces, and so on. End devices use different interfaces to access 3G, 4G, 5G, and WiFi. In such diverse wireless networks and heterogeneous bands, it is challenging to design/find a generic approach for hopping from one band to another for end user devices in MEC-enabled wireless systems.

6.2. User mobility

The mobility of the end users causes frequent disconnections with edge networks in MEC systems. When the devices are moving around, the overall performance significantly degrades. One of the challenging problems is to find an optimal solution to handle mobility in MEC-enabled wireless networks.

6.3. Pricing policy

User mobility is common in MEC networks. Due to the heterogeneity of networks, it is challenging to have generic pricing for usage charges. So, developing a dynamic pricing policy is one of the challenges in MEC services.

6.4. Scalability

The scalability property of caching and edge computing offers a high availability of the network services to any number of devices. However, it is challenging to meet the demand of the exponentially growing IoT devices. In order to reduce network bottleneck problems and service interruptions, the issue of scalability should be addressed in MEC networks.

6.5. Security

MEC servers could offer better security and privacy compared with cloud servers since they are closer to the end users. Whereas in cloud computing, the users might not have any idea where the data is stored. Still, securing the edge server is challenging.

6.6. Standard protocol

The standardization of edge computing could be a method to create an open environment for all, including research fellows and industries as well. As a new approach, MEC has not been standardized and appropriately implemented, and this creates lots of problems. The research and development for standardization could help expedite the widespread deployment of MEC systems for edge computing and content sharing.

6.7. Simulation platform

The standard simulation platform for evaluating the MEC platforms could help to model a real-world system. It could help design and evaluate the entire edge computing system and its feasibility without implementing the model in real time [45] by investing actual funds for edge infrastructures. The design of a universal simulation platform is also one of the open challenges.

7. Summary

In this survey paper, we have presented a survey on recent advances in mobile edge computing and content caching in edge servers. We have summarized not only several approaches of edge computing and content caching but also different issues of edge computing and caching and cache replacement strategies that aim to improve the end-user’s quality of experience in terms of reduced latency and high throughput. We have also presented some open challenges and future research directions on the topic.
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