Weak harmonic signal detection method in chaotic interference based on extended Kalman filter

Chengye Lu\textsuperscript{a}, Sheng Wu\textsuperscript{b,\ast}, Chunxiao Jiang\textsuperscript{c}, Jinfeng Hu\textsuperscript{d}

\textsuperscript{a} Jallchain Co., Ltd, Beijing, 100083, China
\textsuperscript{b} School of Information and Communication Engineering, Beijing University of Posts and Telecommunications, Beijing, 100876, China
\textsuperscript{c} Tsinghua Space Center, Tsinghua University, Beijing, 100084, China
\textsuperscript{d} School of Information and Communication Engineering, University of Electronic Science and Technology of China, Chengdu, 611731, China

\textbf{A R T I C L E I N F O}

\textbf{Keywords:}
Extended Kalman filter
Strong chaotic interference
Weak harmonic signal

\textbf{A B S T R A C T}

The traditional methods of weak harmonic signal detection under strong chaotic interference often suffer from high computational complexity and poor performance. In this paper, an Extended Kalman Filter (EKF) based detection method is proposed for the detection of weak harmonic signal. The EKF method avoids matrix inversion by iterating measurement equation and state equation, which simultaneously improves the robustness and reduces the complexity. Compared with the existing detection methods, the proposed method has the following advantages: 1) it has better performance than the neural network method; 2) it has similar performance with the optimal filtering method, but with lower computational complexity; 3) it is more robust compared with the optimal filtering method.

\section{1. Introduction}

Many engineering problems can be attributed to the detection of weak harmonic signals from strong chaotic interference \cite{1–10}. For example, the mechanical fault diagnosis in Refs. \cite{1,2}, the ECG abnormal signal detection in Refs. \cite{3,4}, and the ocean clutter weak signal detection in Refs. \cite{5–8}. In these engineering problems, clutter can be regarded as strong chaotic interference, and the target signal is very weak. Therefore, detecting the weak harmonic signals from strong chaotic interference has attracted wide attention.

In order to detect weak harmonic signals from strong chaotic interference, many different detection methods have been developed \cite{11–21}. These methods can be classified into two categories: the phase space reconstruction methods \cite{11–17} and the optimal filter methods \cite{18–21}. The phase space reconstruction methods explore different geometric characteristics of the harmonic signals and the chaotic signals in the phase space to detect the weak harmonic signals \cite{11–17}. Among them, the neural network methods predict the chaotic interference signals, and then subtract the predicted chaotic interference signals from the received signals to detect the weak signal \cite{12–17}. However, due to the dissipation of chaotic systems, errors frequently occur when using the neural network to predict the chaotic interference, and large deviations will occur in the process of detecting the weak harmonic signal. To solve the problem, some optimal filter methods \cite{18–21} are then proposed. The optimal filter method detects the weak harmonic signal by relying on the characteristic that the second-order statistics of the chaotic signals are stationary \cite{22,23}. Nonetheless, the optimal filter methods have high computational complexity, so the practical application of these methods is limited. Furthermore, matrix inversion is unavoidable in the optimal filtering methods, resulting in instability.

In this paper, a detection method relying on the Extended Kalman Filter (EKF) is proposed to detect the weak harmonic signals under strong chaotic interference. As the properties of the second-order statistics of the chaotic signals are stationary, the proposed method transforms the problem of weak harmonic signal detection into a problem of minimum variance undistorted response. By iterations in state equation and measurement equation, the proposed EKF method can avoid matrix inversion and produce lower complexity. It outperforms the neural network method in Ref. \cite{15} and has a similar performance as that of the optimal filter method in Ref. \cite{20}. But while the optimal filter method in Ref. \cite{20} has a complexity of \(O(M^3)\), the proposed method only has a complexity of \(O(M^2)\). Furthermore, it is more robust than the optimal filter method.

The remainder of this paper is organized as follows: the problem analysis is presented in Section 2; in Section 3, we derive our method and discuss its computational complexity; Section 4 presents the simulation...
results by comparing our EKF method to the neural network method in Ref. [15] and the optimal filter method in Ref. [20]. Finally, conclusions are drawn in Section 5.

2. System model

The detection of the weak harmonic signals from strong chaotic interference can be formulated as

\[
\begin{align*}
H_1 : & \quad y_D(n) = c_1(n) + s(n), \quad 1 < n \leq M \\
H_2 : & \quad y_D(n) = c_0(n), \quad 1 < n \leq L
\end{align*}
\]  

(1)

where \( y_D(n) \) denotes the sequence to be detected, \( y_R(n) \) denotes the reference sequence, and \( M \) and \( L \) are the number of sampling points in \( y_D(n) \) and \( y_R(n) \) respectively. \( c_1(n) \) and \( c_0(n) \) are different strong chaotic interference signals, while \( s(n) \) is the weak harmonic signal. We have to detect the weak signal \( s(n) \) from \( y_D(n) \), only knowing the chaotic interference signal \( c_0(n) \) in the reference sequence \( y_R(n) \).

3. The EKF based detection method

3.1. Harmonic signal detection based on minimum variance

Since the second-order statistics of chaotic signals are stationary, we can use the reference sequence that only contains the chaotic interference signal to design a filter. The weak harmonic signal can pass the filter without distortion, and the chaotic interference signal can be suppressed as much as possible, which can be written as

\[
\begin{align*}
\min \mathbb{E}[\|w_{c_1}\|^2], \quad \text{st.} \quad w^H s = 1
\end{align*}
\]  

(2)

where \( w \) is the filter coefficient, \( s \) is the steering vector for the weak harmonic signal. \( s(\omega_l) = [1, e^{-j\omega_l}, \ldots, e^{-j(\omega_l)(M-1)}]^T \), \( \omega_l \) is the frequency of the weak harmonic signal. \( \min_{w_{c_1}}[\|w_{c_1}\|^2] \) indicates that the filter can suppress the strong chaotic interference in \( y_D \). \( w^H s = 1 \) ensures that the weak harmonic signal in \( y_D \) can go through the filter without distortion.

It can also be written as \( \mathbb{E}[\|w_{c_1}\|^2] = \mathbb{E}[w^H R w] \), where \( R \) represents the covariance matrix of the chaotic interference signal. As the second-order statistics of the chaotic interference signal are stationary, we can use \( c_0 \) to estimate the covariance matrix \( R \) of \( c_1 \). Construct the data matrix by reference sequence \( y_D \); first, assume the length of reference sequence \( y_D \) is \( L \); then divide \( y_D \) into \( N \) parts, the \( i \)-th part being \( y_i \), and the length of sequence to be detected being \( M (M = L/N) \); finally, we can estimate the covariance matrix \( R \) of \( y_D \) from \( y_R \):

\[
R = \frac{1}{N} \sum_{i=1}^{N} y_i y_i^H
\]  

(3)

Combing (3) with (2), we can obtain the weight vector \( w \):

\[
w = \frac{R^{-1} s}{s^H R s}
\]  

(4)

From (4), we can derive the output Signal to Interference plus Noise Ratio (SINR):

\[
\text{SINR} = \frac{\|w^H s\|^2}{\|w^H R w\|}
\]  

(5)

3.2. The proposed robust weak harmonic signal detection method

In (2), the constraint condition \( w^H s = 1 \) ensures the weak harmonic signal to pass the filter without distortion. But in practical applications, there may exist some unknown mismatches between the actual steering vector \( s \) and the presumed \( S \), as indicated in (6)

\[
d = s + \delta
\]  

where \( \delta \) is the mismatches between the actual steering vector \( d \) and the presumed steering vector \( s \). \( \|\delta\| \leq \epsilon \). Therefore, the actual signal steering vector \( d \) belongs to the set:

\[
\mathcal{N}(\delta) = \{ u = s + \epsilon, \|\epsilon\| \leq \epsilon \}
\]  

(7)

In (7), \( u = d \). When \( \epsilon \) is unknown, \( d \) can be any vector in \( \mathcal{N}(\delta) \). So, we modify the constraint condition as follows:

\[
|w^H u| \geq 1, \quad \forall u \in \mathcal{N}(\delta)
\]  

(8)

Then (2) can be rewritten as

\[
\min_{\{w\}} w^H \hat{R} w, \quad \text{st.} \quad |w^H u| \geq 1, \quad u \in \mathcal{N}(\delta)
\]  

(9)

As for the optimal problem described in (9), the actual steering vector \( d \) belongs to the set \( \mathcal{N}(\delta) \). Therefore, the constraint condition ensures that the target signal passes through the filter without distortion. However, the constraint condition transforms the optimization problem into a nonlinear and non-convex problem. The following is the derivation of the constraint condition for transforming a nonconvex problem into a convex problem: first, the constraint condition in (9) is equivalent to the following equation:

\[
\min_{\{w\}} w^H \hat{R} w, \quad \text{st.} \quad |w^H u| = |w^H s + w^H \delta| \geq 1
\]  

(10)

By applying the Cauchy-Schwarz’s inequality and using the condition \( \|\epsilon\| \leq \epsilon \), we obtain

\[
|w^H s + w^H \delta| \geq |w^H s| - |w^H \delta| \geq |w^H s| - \|\delta\| |w|
\]  

(11)

When \( \epsilon \) is so small that \( |w^H \delta| > \|w\| \), we have

\[
|w^H s + w^H \delta| = |w^H s| - \|\delta\| |w|
\]  

(12)

Then, (10) can be rewritten as

\[
\min_{\{w\}} |w^H u| = |w^H s| - \|\epsilon\| |w|
\]  

(13)

Furthermore, the optimization problem in (9) can be represented as

\[
\min_{\{w\}} w^H \hat{R} w, \quad \text{st.} \quad |w^H u| \geq \|w\| + 1
\]  

(14)

Note that (14) simplifies the problem in (9) and makes it convex. But (14) is still a nonlinear problem.

4. The proposed EKF detection method

To solve the nonlinear problem in (14), we can utilize the EKF as a solution. For the objective equation \( w^H R w \) in an optimal filter, we can represent it as the Mean Square Error (MSE) between the output of the optimal filter and the zero signal, i.e.,

\[
\text{MSE} = \mathbb{E}[\|y - y^H(w(n))\|^2] = w^H R w
\]  

(15)

We can transform the optimization problem in (14) into a further step.

\[
\min \text{MSE}, \quad \text{st.} \quad h_2(w(n)) = 1
\]  

(16)

where the constraint condition \( h_2(w(n)) = 1 \) can be derived from (14) as

\[
h_2(w(n)) = e^H w(n) w(n) - w^H(n)s^H w(n)
\]

\[
+ w^H(n) s + \delta w(n)
\]

\[
= 1
\]  

(17)

According to (16) and (17), we can obtain the state equation and...
measurement equation of EKF. The weight vector of the filter can be modeled as a dynamic system, and it undergoes a first-order Markov progress. Thus, the state equation can be written as

\[ \mathbf{w}(n) = \mathbf{w}(n-1) + \mathbf{v}_n(n) \]  

(18)

where \( \mathbf{v}_n(n) \) is the noise vector, assumed to be white Gaussian with zero mean and the covariance matrix \( Q = \sigma^2_C \mathbf{I} \), and the subscript “w” refers to the state equation. From (17) and (18), we can establish the measurement equation as

\[
\begin{bmatrix}
0 \\
1
\end{bmatrix} = \begin{bmatrix}
\mathbf{y}'(\mathbf{w}(n)) \\
h_2(\mathbf{w}(n))
\end{bmatrix} + \begin{bmatrix}
\mathbf{v}_1(n) \\
\mathbf{v}_2(n)
\end{bmatrix}
\]  

(19)

where \( \mathbf{v}_1(n) \) and \( \mathbf{v}_2(n) \) are the residual errors and the constraint errors, respectively. Minimizing \( \mathbf{v}_1(n) \) also minimizes the output energy of the filter, but minimizing \( \mathbf{v}_2(n) \) makes the target signal pass the filter with no distortion. \( \mathbf{v}_1(n) \) and \( \mathbf{v}_2(n) \) can be modeled by zero-mean independent white noise sequences with the covariance matrix

\[ \mathbf{R}_v = \begin{bmatrix} \sigma^2_1 & 0 \\ 0 & \sigma^2_2 \end{bmatrix} \]  

(20)

(19) can also be written in the matrix format

\[ \mathbf{z} = \mathbf{h}(\mathbf{w}(n)) + \mathbf{v}_w(n) \]  

(21)

where the subscript “w” refers to the measurement equation. Due to the non-linearity of the measurement equation (21), the second-order EKF can be used to find a recursion for the estimated weight vector \( \mathbf{w} \). Calculating the second-order Taylor series expanding at \( \mathbf{w}(n) \) in \( h_2(\cdot) \), we get the Jacobian \( \mathbf{J}_w(\mathbf{w}(n)) \)

\[
\mathbf{J}_w(n, \mathbf{w}(n)) = \left\{ \nabla \mathbf{h}(\mathbf{w}(n)) \right\}^T
= \begin{bmatrix}
\mathbf{y}'^T(n) \\
\mathbf{e}^T(n) - \mathbf{s}^T(n) \mathbf{w}(n) + \mathbf{s}^T \mathbf{d}^T(n)
\end{bmatrix}
\]  

(31)

To take the derivative for \( \mathbf{J}_w(n, \mathbf{w}(n)) \), we can gain the first derivative matrix \( \mathbf{J}_{ww}^{(1)} \) and the second derivative matrix \( \mathbf{J}_{ww}^{(2)} \), respectively.

\[
\mathbf{J}_{ww}^{(1)} = \nabla \mathbf{J}_w(n, \mathbf{w}(n)) = \mathbf{0}
\]  

(22)

\[
\mathbf{J}_{ww}^{(2)} = \nabla \mathbf{J}_{ww}^{(1)} h_2^{(1)}(n) = \mathbf{e}^T - \mathbf{s} \mathbf{h}^T
\]  

(23)

The recursion for the estimated weight vector starts with an initial weight vector estimate \( \mathbf{w}(0) \) with the associated covariance matrix \( P(0|0) \) and updates the weight vector estimate as

\[ \mathbf{w}(n) = \mathbf{w}(n-1) + \mathbf{K}(n) (\mathbf{z} - \hat{\mathbf{z}}(n-1)) \]  

(24)

where the predicted measurement \( \hat{\mathbf{z}}(n|n-1) \) and the filter gain \( \mathbf{K}(n) \) are given by

\[
\hat{\mathbf{z}}(n|n-1) = \begin{bmatrix} \mathbf{y}'^T(n) \\
\mathbf{h}_1(n-1) \end{bmatrix} + \frac{1}{2} \mathbf{Tr} \{ \mathbf{J}_{ww}^{(2)} P(n|n-1) \}
\]  

(25)

and

\[
\mathbf{K}(n) = P(n|n-1) \mathbf{J}_{ww}^{(2)} \mathbf{V}^{-1}(n)
\]  

(26)

Here, the innovation covariance \( \mathbf{V}(n) \) and the predicted weight vector covariance \( \mathbf{P}(n|n-1) \) are given by

\[ \mathbf{V}(n) = \mathbf{J}_w(n, \mathbf{w}(n|n-1)) \mathbf{P}(n|n-1) \mathbf{J}_{ww}^{(2)}(n, \mathbf{w}(n|n-1)) + \mathbf{R}_v \]  

(27)

\[ \mathbf{P}(n+1|n) = \mathbf{P}(n|n-1) + \mathbf{Q} \]  

(28)

The updated weight vector covariance and the predicted weight vector covariance can be expressed as

\[
\mathbf{P}(n|n) = [\mathbf{I} - \mathbf{K}(n) \mathbf{J}_w(n, \mathbf{w}(n|n-1))] \mathbf{P}(n|n-1) + \mathbf{K}(n) \mathbf{R}_v \mathbf{K}^T(n)
\]  

(29)

Substituting (26)–(31) into (25) by iteration until the weight vector converges, and then send it back to (5), we can obtain the output SINR.

The computational complexity

The evaluation of the Jacobian matrix in (22) has the complexity of \( O(M^3) \). The weight vector update (25) has the complexity of \( O(M) \), and the computational complexity of the predicted measurement \( \hat{\mathbf{z}}(n|n-1) \) in (26) is \( O(M^2) \). Additionally, the computation of the filter gain \( \mathbf{K}(n) \) in (27) has the complexity of \( O(M^2) \). The innovation covariance \( \mathbf{V}(n) \) can be simplified as

\[
\mathbf{V}(n) = \mathbf{J}_w(n, \mathbf{w}(n|n-1)) \mathbf{P}(n|n-1) \mathbf{J}_{ww}^{(2)}(n, \mathbf{w}(n|n-1)) + \mathbf{R}_v
\]  

which requires only \( O(M^2) \) computational complexity. The computational complexity of the updated weight vector covariance in (30) requires \( O(M^3) \) multiplications. However, this equation can be replaced by

\[ \mathbf{P}(n|n) = \mathbf{P}(n|n-1) - \mathbf{K}(n) \mathbf{V}(n) \mathbf{K}^T(n) \]  

(31)

whose complexity is \( O(M^2) \) as \( \mathbf{K}(n) \in \mathbb{C}^{M \times 2} \) and \( \mathbf{V}(n) \in \mathbb{C}^{M \times 2} \). Therefore, we can draw a conclusion that the proposed EKF method has the computational complexity of \( O(M^2) \) per iteration, whereas the Second-Order Cone Programming (SOCP) in Ref. [24] has the complexity of \( O(M^3) \).

5. Simulation results

We use the Lorenz system to generate the chaotic interference signal. The nonlinear state equations are as follows:

\[
\begin{align*}
\dot{x} &= \sigma(y - x) \\
\dot{y} &= -xz + rx - y \\
\dot{z} &= xy - bz
\end{align*}
\]  

(32)

where \( \sigma = 10, r = 28, b = 8/3 \), the step length is set to 0.01, and the initial value is \( x_0 = y_0 = z_0 = 0.1 \). Randomly take 5 sections of chaotic series as the strong chaotic interference signals, with the length of each signal being 2000. Then use the weak harmonic signal in one of the chaotic sequences as the detection sequence, and use the other 4 sequences as the reference sequences. Let \( x(n) = a e^{j2\pi f n} \) denote the weak harmonic signal, where the normalized frequency is \( f = 0.06 \), and the amplitude is \( a = 0.05 \). The weak harmonic signal is detected by the fast EKF method, the neural network method in Ref. [15], and the SOCP in Ref. [20], respectively.

Fig. 1 shows the results of three methods in the case of SINR = −47.01 dB (\( \alpha = 0.05 \)). For the neural network method in Ref. [15] in Fig. 1 (a), the output power of the weak harmonic signal is only 7 dB higher than the maximum output power of the chaotic interference. The result of the SOCP method [20] and the result of the proposed fast EKF method are
As can be seen from Fig. 1, the proposed fast EKF method has similar detection performance with the SOCP method, but has better detection performance than the neural network method.

Define the ratio of the power of the weak harmonic signal to the maximum output power of chaotic interference as the output SINR. Fig. 2 compares the different SINR of the proposed fast EKF method with the neural network method in Ref. [15] and the SOCP method in Ref. [20], when the weak harmonic frequency is fixed at 0.06 Hz. Only when the output SINR is greater than zero, the weak harmonic signal can be detected accurately. It is shown in Fig. 2 that the proposed fast EKF method has a better detection performance than the neural network method. When the input SINR is below −40 dB, the proposed fast EKF method has the similar detection performance with the SOCP method. When the input SINR is over −40 dB, the proposed fast EKF method has a slightly better detection performance than the SOCP method. Additionally, the proposed fast EKF method also has a lower computational complexity than the SOCP method.

6. Conclusion

Good detection performance and low computational complexity are very important in practical applications, but most of the existing methods cannot simultaneously meet both requirements. In order to solve this problem, we propose a weak harmonic detection method based on EKF. The method obtains the optimal weight vector by iterations in the measurement equation and the state equation. The weak harmonic signal is accurately detected from the output SINR, and at the same time, the computation complexity is comparatively low.
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